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PERSPECTIVES FOR USING CLASSICAL NEURAL NETWORK
MODELS AND METHODS OF COUNTERACTING ATTACKS
ON NETWORK RESOURCES OF INFORMATION SYSTEMS

Abstract. The article is devoted to the development of the methodological base for increasing the efficiency of
using neural network models for the recognition of cyber-attacks on the network resources of information systems. It
is shown that the efficiency of use largely depends on the type of neural network model. The list of the main condi-
tions of the recognition problem is determined, which should be provided due to the characteristics of the type of the
neural network model. A number of parameters have been developed, the values of which make it possible to
determine the degree of such security. As a result of studies of the main types of classical neural network models, the
values of these parameters were determined for each of them. Using the parameters obtained and taking into account
the expected application conditions, the perspectives of using the main types of classical neural network models are
estimated for the recognition of cyber-attacks. The ways of development of neural network systems for the recog-
nition of cyber attacks on network resources are considered. It is shown that a promising way of such development is
the rulemaking for determining effective types of neural network models.

Keywords: neural networks; cyber-attack; network resource; information system; data protection.

I. Introduction. Under current conditions, the effective functioning of the information security sys-
tem is impossible without the use of an intellectualized system for the recognition of cyber-attacks (RCA)
on the network resources of information systems (RIS) [1, 9]. At the same time, one of the most promising
areas for the development of intelligent RSA for network RIS is the use of models and methods based on
the theory of neural networks (NN). These models and methods are used in the contours of the recognition
of RSA and, in accordance with the results of [14, 25], significantly improve the accuracy of recognition.
Perspectives of neural network items (NNI) recognition are confirmed by their use in Cisco's well-proven
software and hardware RSA and a large number of theoretical and practical works in this direction [10-13,
24]. At the same time, the variety of solutions used in modern NNI, the large number of factors that affect
their operational characteristics, the inaccessibility of the description of the commercial NNI of RSA
significantly complicate the estimation of the effectiveness of their use, which in turn narrows the scope of
their application in domestic information security systems. Note that among the analyzed set of works [15-
23, 16-28], only [4, 19] propose the basic set of parameters and the method based on them for estimating
the effectiveness of estimating NNI of the security parameters of Internet-oriented information systems.
However, the solutions [4, 19] are of a general nature, they are oriented to recognizing not only a wide
range of various cyber-attacks, but also the recognition of the vulnerabilities of Internet-oriented infor-
mation systems, and therefore require adaptation to the domestic conditions for the recognition of cyber-
attacks on network RIS. Also, we note that as a result of the analysis of modern scientific works in the
field of application of NNI in the domain of information protection, it is determined that in most of them
are based on classical neural network models (NNM) adapted to the conditions of the task.

In this regard, the purpose of this research is to assess the perspectives for using classical neural
network models for recognizing cyber attacks on network resources of information systems.
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I1. Approach to determining the effectiveness of the type of the neural network model. In accor-
dance with [3, 5], the development of effective NNI is carried out by adapting certain characteristics of
NNM to the significant conditions of the problem of determining cyber-attacks. Thus, we can propose the
following approach: the most effective type of NNM has characteristics more fully corresponding to the
significant conditions of the problem of determining cyberattacks. In the basic version, the significant
conditions set is divided into categories characterizing the tutorial data, training process limitations, com-
puting power, output information, technical implementation and the field of application of NNI.

Let’s describe the specified categories.

1. The main characteristics of the tutorial data are:

Number of parameters defining the case study;
Type of parameters - discrete (symbolic) or continuous (numeric);

— Number of available case studies. For example, in tasks of recognizing the content of texts, the
number of case studies can be considered as unlimited. For other tasks (recognition of network cyber-
attacks), the number of case studies can be approximately equal to the number of input parameters;

— Presence of errors (noise) in the case studies;

— Correlation of case studies;

— Ability to pre-process input data to remove noise;

— Ability to display all aspects of the process in the training sampling. For example, the ability to
reflect signatures of all types of abnormal behavior or signatures of all viruses in the training sampling;

— Proportionality of the case studies corresponding to various aspects of the process. For example,
how many case studies correspond to anomalous behavior of type A, and how many case studies
correspond to behavior of type B.

2. Restriction of the training process is conditioned by:

— Maximum period of the training;

— Need to present the expected output of the NN in the tutorial data. Thus, the types of training
"with a teacher" or "without a teacher" is determined;

— Ability to automate the training process; It is determined by the number and importance of empi-
rical parameters. This possibility largely determines the conditions of application of the NN. Networks
where the training process is not automated can only be used in the laboratory;

— Possibility of additional training during operation;

— Training quality requirements, which are usually estimated by the maximum and average errors in
the recognition of tutorial and test data. In this case, the test data should be slightly different from the
tutorial data;

— Ability to study NN in the laboratory. For example, in the laboratory, it is possible to teach the NS
to recognize network attacks of a certain type. At the same time, it is impossible to teach the NN to
classify emails in accordance with the interests of a particular user. The expediency of training in the
laboratory is explained by the needs of the optimal mechanism for creating and updating the knowledge
base of the NN;

— Requirement to have the same output signal of the network for different examples with the same
parameters.

3. In practice, the requirements for computing power are determined by the maximum number of
case studies (memory capacity) that NN can memorize in order to achieve the required recognition
accuracy. In turn, the accuracy of recognition is characterized by the values of the maximum and average
NN errors on the data, which can go beyond the set of the training sampling. Accordingly, there arises a
problem of extrapolating the outcomes of teaching NN beyond the training sampling of case studies.

4. The requirements to the NN output information indicate the form, in which this information
should be presented. For example, when recognizing viruses, it may be necessary not only to determine a
situation such as "software malfunction", but also to calculate the probability of this situation or graphi-
cally display such situations on the plane, which will allow the final classification of the user. Another
requirement may be the need to determine verbal dependencies between input and output information.

5. Restrictions on the NN technical implementation concern the speed of decision-making, integra-
tion into the existing information security systems, the scope and complexity of software implementation.
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6. The scope determines the systems in which the NN will be used. To date, the use of NN for image
recognition, optimization and text analysis are sufficiently investigated. Note, that the system of pattern
recognition is fundamentally different from the systems of text analysis, because the number of output and
the number of combinations of input parameters in them is fundamentally limited. In text analysis
systems, this number is not fundamentally limited. In addition, the scope of application is determined by
adaptability of the network to autonomous operation. In this regard, the architecture of the NN should
provide for the possibility of complete automation of the complementary training process during
operation.

A possible interpretation of the approach is the expression

e(a,)>maxa edi=12..,1, (1)

where e is the efficiency criterion; a; - i-th type of NNM; A is a set of admissible type of NNM; I is the
number of admissible type of NNM.

According to the results obtained in [1 - 3, 5, 7], the components of A are defined as follows:

A = {MLP, RBF, PNN, TM, ART, ANN, CNN, ENN, JNN, SNN}, 2)
where MLP is multilayer perspeter, CNN - convolutional NN, RBF - radial basis function network, TM -
Kohonen topographic map, ART - adaptive resonance theory network, PNN - probabilistic NN, ENN -
Elmen’s network, JNN - Jordan’s network, SNN - semantic NN, ANN - associative NN.

Note that the set A determines the most approved classical types of NNM. Also, note that deep neural
networks are a kind of MLP.

It is obvious that the efficiency criterion used in formula (1) requires detailed elaboration from the
point of view of certain characteristics of the type of NNM. It is possible to carry out the detailed analysis
keeping in mind that this criterion is calculated using a number of parameters that allow to take into
account the peculiarities of the type of NNM. Besides, we should follow up that for various types of
NNM, the effectiveness criterion value may be similar. Therefore, it is expedient to determine the set of
effective types of NNM. This set will include NNM, for which the value of the efficiency criterion is close
to the maximum. Proximity can be estimated by means of the deviation factor kE.

II1. Parameters of determining the efficiency of the type of the neural network model. In order
to form the effectiveness criteria for NNM type, we used the developed approach to determining the
effective type of NNM, the results of research on the possibilities of using the NN theory methods for
estimating security parameters, and the results of the analysis of the most approved classical neural
network models. The basic list of the obtained criteria is given in Table. 1. In the future, this list can be ex-
panded, for example, by detailing certain criteria or taking into account new areas of NN application.

Table 1 — Efficiency parameters

# Category Explanation of the parameter
1 2 3

E\, Limitation in a number of input parameters

Ei, Limitation in the tutorial sampling

Es Noise acceptability

Ei4 Correlation acceptability

E;s |Tutorial data Need to reflect all the aspects of the process

Ei Need to represent case studies ratably

Ei; Ability to use discrete input parameters

Eig Ability to use continuous input parameters

Eio Ability to use tutorial sampling, whose volume is less than a number of input parameters

E;) Short training period

E,, Need to present the expected yield

Es; Automation of training

E,4  |Training process Option of complementary training

Eys Quality of training

Eye Possibility to train on the expert data

Eys Inalterability of results
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Continuation of table 1
1 2 3
E;, . Storage capacity
Computation power - —
E;, Extrapolation of the training results
Eyq Interpretability of the yield in the form of probability
E,,  |Initial information Interpretability of the yield in graphical form
Eys Possibility of verbalization
Es, o . | Fast decision making
> Technical implementation - -
Es, The amount of software implementation
Eg) Recognition of patterns
E¢o Text analysis
Ees Control of security settings
Eq¢, . o Adaptability to autonomous functioning
- Field of application - - -
Egs Time series modeling
E¢p Image analysis
E¢r Sound analysis
Egg Intelligent data analysis

The results of the research carried out in subsection 1.3 allowed us to assess, as a first appro-
ximation, the conformity of NNM main types to the proposed parameters. Results of that estimation are
presented on a three-point scale and are listed in Tables 2 and 3. The criterion E; = 1, if the i-th charac-
teristic of the estimation problem of security parameters is fully ensured in NNM, E; =0 — if provided
partially and E; = -1 — if not provided.

Table 2 — Parameters of the neural network criteria with direct signal propagation and ART

4 NNM type
MLP CNN RBF ART PNN

1 2 3 4 5 6
Eyy -1 -1 -1 -1 -1
E, -1 -1 -1 0 -1
E; 1 1 0 -1 0
E\ 4 1 1 1
E s -1 -1 1 -1 1
Ei¢ -1 1 -1 -1 -1
E; 1 1 1 1 1
E s 1 1 1 1 1
Eo -1 -1 1 1 1
E, -1 -1 0 1 1
E,, 1 1 1 -1 1
Es; 1 1 -1 1 1
E>y 0 0 1 1 1
Eys 1 1 0 1 1
Eye -1 -1 -1 -1 1
E>; 1 1 1 1 1
Es, 1 1 -1 -1 -1
E;, 1 0 -1 -1 -1
E4 0 -1 0 -1 1
Ey» -1 0 -1 -1 -1
E,; 1 -1 0 -1 0
Es, 1 1 1
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Continuation of table 2

1 2 3 4 5 6
Es, -1 -1 1 0 -1
Eg) 1 0 1 1 1
Eg» -1 -1 -1 0 0
Egs -1 -1 -1 -1 -1
Eg4 0 -1 1 1 -1
Egs 1 -1 0 0 0
Ess 1 1 -1 -1 -1
Eg7 1 0 -1 -1 -1
Egs -1 -1 -1 -1 -1

Table 3 — Values of parameters for recurrent NC, SNN, ANN and TM
4 NNM type
ENN INN SNN ANN ™

Ey, -1 -1 1 -1 -1
E, -1 -1 1 -1 -1
E\; 1 1 1 -1 1
E\4 1 1 1 -1 1
E s -1 -1 -1 0 1
Ei¢ 1 1 -1 0 1
E\; 1 1 1 1 1
Es 1 1 -1 0 1
Eg -1 -1 1 1 1
E>, -1 -1 0 1 1
Esp 1 1 -1 1 1
Ey; -1 -1 1 0 0
Ers 1 0 1
Ess 1 1 0
Esg -1 -1 -1 -1 -1
Ey; 1 1 1 0 0
E;, 1 1 0 -1
Es, 1 1 1 0
E4, 0 0 -1 0
E4p -1 -1 -1 -1 1
E4; 1 1 -1 -1 -1
Es, 1 1 0 -1 1
Es, -1 -1 -1 0 -1
Eq, 0 0 0 1 1
E¢» -1 -1 1 -1 1
Egs -1 -1 -1 1 1
Eg4 -1 -1 1 -1 -1
E¢s 1 1 -1 -1 -1
E¢e -1 -1 -1 -1
Eg7 0 -1 -1 0
Egs -1 -1 -1 1 1
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If we take into account the three-point numerical estimate, formula (1) is modified as follows:
K
Es =2Ek(ai)—>max, a,eAi=12,.7, 3)
k=1

where Exis an integral criterion for optimization of NNM type; A is the set of admissible NNM types.
For a specific task of determining a cyber attack, the significance of the efficiency parameters can be
taken into account if we introduce the corresponding weight coefficients in (3):

K
Ey =) (rE(a)) > max, a, € A )
k=1
where 7y is a weighting factor of the k-th parameter.

IV. Estimation of perspectives of using classical neural network models. As a result of the re-
search, it can be proposed that the value of the efficiency criterion of the neural network model (4) allows
estimating the perspectives of using such a model for the recognition of cyber-attacks on the network
resources of information systems. In accordance with [4], in the first approximation, we can assume that
the method for determining the effectiveness of use of classical neural network models consists of the
following stages:

1. To determine the classical types of neural network models defined by the expression (2), which
contain the estimated neural network models.

2. To use the data in Tables 2 and 3 in order to determine the values of the efficiency parameters.

3. To determine the weighting coefficients used in expression (4) by means of the expert evaluation
procedure

4. To compute the effectiveness of each estimated model, and to determine the most effective neural
network model by means of expression (4).

V. Rules for determining the effective types of neural networks of recognition of cyber-attacks
on network resources. According to the results of [1, 2, 9], the main factor that influences the formation
of a set of permissible NNM types is the provision of effective training of NNM. To do this, it is necessary
to perform the following procedures in a reasonable time: to define a set of input and output parameters of
NNM, to encode the input and output parameters, to create a training sampling, and to implement the
training process. The first and second procedures are implemented at the preparatory stages of the RCA
development, therefore their influence on the formation of many effective types of NNM is not consi-
dered. The focus is on the implementation of the second and third procedures. The eligible period for
creation of the training sampling and NNM training is determined on the basis of the requirement

ts <t , &)

where ¢y s the total period of NNM training, t, is the acceptable period for the creation of NNM.
Thus, the permissibility of using the i-th type of NNM for recognizing cyber attacks on network RIS
can be specified with the help of the following rule:

If t, (net,.)é t, = net, € Net, , (6)

where net; is the i-th form of NNM, Netj is a set of admissible type of NNM.
Detailing the expression (5), we obtain:
t,(net,)=t, +1,(net,) )
where ¢, is time of creating the training sampling, ¢ (net;) is time of determination of the model parameters
for the i-th type of NNM.

Note that, in the first approximation, the value of ¢ (net;) is approximately equal to the time of deter-
mination of the weight coefficients of the synaptic links of NNM. The creation of the training sampling is
formation of such a number of case studies, which is considered sufficient for the qualitative teaching of
NNM. In accordance with [2, 4, 9], this number depends on the number of input parameters of NNM and
in the base case is calculated as follows:

P =10N, (8)

where P,;, is the minimum admissible number of case studies, N, is a number of input parameters of
NNM.
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It can also be assumed that:

t,=tP 9)

v" min >

where #,, is average time of creating one case study.

It is possible to determine the value of lTv by expert evaluation. After substituting (8) into (9), we
obtain:
t, =10t N, . (10)
At a certain structure for NNM of the i-th type, the duration of the process of determining the weight
coefficients can be estimated as follows:

t,(net,)=tx L xW,xK, (11)

where 7 is the duration of the training iteration for one link; ¥; is a number of connections for the i-th type
of NNM; L; is a number of neurons; K, ; is a number of iterations.

In accordance with [1, 2, 9], with approximate calculations for a set of NNM types net;, which
consists of NNMs based on PNN, an adaptive resonant theory network, a Kohonen map (TM), a radial
basis function network (RBF), associative neural networks (ANS), the duration of training can be written
as follows:

t,(net, )~ kiteP(N, + N,) (12)
where ¢,(net, ) is the duration of the determination of the weighting coefficients for nety, k; is the propor-

tionality coefficient for nety, t is the duration of one computational operation, P, N, is the number of case
studies and output parameters; y is an empirical coefficient.

It is possible to estimate the training duration of many types of NNM on the basis of a multi-layer
perceptron (MLP) net,, as:

t,(net,)~ k,te P (N, + N, ), (13)
where 7, (netz) is duration of determining the weighting coefficients for net,, k, is a proportionality

coefficient for net,.

Note that (12, 13) are obtained under the condition of sequential calculation of signals of artificial
neurons that are part of NNM, which is typical for its generally accepted implementation. In addition, it is
accepted to assume that the structure of NNM and the computational capabilities of the type of NNM are
sufficient to obtain an allowable training error.

As the results of [1, 4, 9] show, from the point of view of the recognition of cyber attacks on network
RIS, the most promising types of NNM are RBF, TM, SME, ANS, deep neural networks (DNN). For
RBF, TM and ANS, the approximate duration of training can be estimated by means of (12), and for MLP
and DNN it is advisable to use (13).

Given the software implementation of NNM, the duration of one computing operation of the learning
process depends mainly on the computing power of the hardware of the cyber attack recognition circuit in
the network security system RIS.

A permissible error in the training of NNM can be calculated on the basis of the requirements for the
accuracy of the recognition of cyber attacks on network RIS. In the first approximation, the values of
and ¢ can be determined by expert evaluation.

When determining the principal possibility of using NNM, it is advisable to focus on the minimum
number of case studies. Taking into account (12, 13) and the dependence (8), we obtain:

t,(net,) = 10k te N (N, + N, ), (14)
t,(net,) ~100k,te N> (Nx +N, )2 . (15)

Substituting (10, 14) and (10, 15) into (7), taking into account that k;=0,1, k=0,001, y=1, £~0,05,
after trivial simplifications, we get:

t,(net,) = 10N, (7, +0,1t(N, + N, )), (16)
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t, (net, ) ~ 10N (7, + 0,01V (N, + N, ), (17)

Where ¢, (net, ) and #,(net, ) is the learning time for net; and net,.

The data of [4] indicate that N, = 50...100, and N, + N, = 100. These assumptions allow us to modify
(16, 17) as follows:

t, (net,) =~ 1000(z, +107 ), (18)
t, (net, ) ~1000(Z, + ). (19)
Since #; (net2 ) >t (netl ), then, taking into account (18, 19), rule (6) can be detailed:
If 1000(7, +10t)<t, — net, € Net , (20)
If1000(7, +t)<t, — Net = {net,, net, }. 1)

Condition (20) determines the acceptability of the use for the recognition of cyber attacks on network
RIS of NNM on the basis of ANN, TM, CNN, RBF, PNN, networks of adaptive resonance theory. Con-
dition (21) complements the admissible set by models based on MLP and DNN.

Expressions (20, 21) are the rules for determining the permissible types of NNM intended for the
recognition of cyber attacks on network RIS. The application of these rules to the set of available NNM
allows us to proceed to the definition of a set of effective types of NNM.

Let’s assume that among the set of admissible types, the i-th type of NNM is most effective if the
efficiency function takes the maximum value for it. The calculation of the efficiency function of the i-th
type of NNM is performed as follows:

K
V. = ZakRk(neti), net; eNet, , (22)
k=1

where o, = [O 1] is a weight coefficient of the k-th efficiency criterion, net; is the i-th kind of NNM, K is

a number of efficiency criteria, Ry is the value of the k-4 criterion for net;.

In accordance with the results of [1, 2, 4, 9], the k-th criterion for determining the most effective type
of NNM is a measure of providing the k-th requirement of the problem of recognizing cyber attacks on
network RIS in NNM. It should be noted that the requirements for NNM characterize their learning
ability, computational capabilities and technical implementation. Partially the list of the developed
efficiency criteria meeting the specified requirements is shown in table 4.

Table 4 — Efficiency criteria for the type of NNM

Criterion Requirement
R Ability to use case studies with various number of input parameters
R, Mininmization of the training sampling volume
R; Ability to use the training sampling with not proportional presentation of the recognized classes
Ry Ability to use case studies without the expected output signal
R;s Ability to use correlated case studies
Rg Suitability to complementary training
R, Suitability to train in parts

The values of the proposed criteria can vary from 0 to 1. In this case, for the i-th type of NNM, the
value of the k-¢h criterion is 1 if the corresponding k-th requirement is fully provided in this type of NNM,
and is equal to 0, if it is not provided.

The use of the proposed criteria allows us to proceed to the calculation of the efficiency function of
the type of NNM given by expression (22). In turn, this allows writing down the rule for formation of a set
of effective types of NNM with the help of expression (23), and the rule for finding the most effective type
of NNM can be written by means of expression (24).
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If V(net)z A, Anet € Net, — net eNet,, (23)
If max = { V(net, )}I,neti € Net, — net, = net™ (24)

e s

where V(net) is efficiency of NNM, which is calculated by means of (22), Net, is the admissible set of
NNM, which is formed by means of rules (20, 21), Ay is the minimum acceptable efficiency of NNM.

Thus, we can draw the following conclusion that a set of rules (20, 21, 23, 24) has been generated, the
use of which makes it possible to determine the set of permissible and effective types of neural network
models designed to recognize cyber attacks on network resources of information systems.

VI. Conclusions.

- The list of the main conditions of the recognition problem is determined; these conditions should be
provided due to the characteristics of the type of the neural network model.

- A number of parameters has been developed; the values of these parameters make it possible to
determine the degree of such security.

- As a result of studies of the main types of classical neural network models, the values of these
parameters were determined for each of them.

- Assessments of perspectives for using the main types of classical neural network models for the
recognition of cyber attacks are presented.

- Perspectives for further research are the details of the proposed method for determining the effec-
tiveness of using classical neural network models for the recognition of cyber attacks on the network
resources of information systems.
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'K. M1.Cot6aeB athiHarsl Kasak y/ITThIK TEXHHKATBIK 3epTTEY yHHBEpCHTETI, AMaThl, KazakcraH,
2¥HTTLIK aBHUALMSIIBIK YHUBEPCUTET, Y KpanuHa, Kues,
3YKpaHHa YITTBIK TeXHUKaIbIK YHIBepcuTeTi «M. Cukopckuii atbinnarsl KITW», Ykpanna, Kues

KJIACCHKAJIBIK HEWPOXEJILJIIK MOJIEJILJAEP/I JKOHE
AKHAPATTBIK X KYHEJIEPIH KEJLIIK PECYPCTAPBIHA HIABYBLIIAPFA KAPCBI
OPEKET 9JIICTEPIH ITAUJAJIAHY KEJIEHNEKTEPI

AHHOTanmsi. Makaja akmapaTThlK J>KYHeNepAiH >KeNUIK pecypcTapblHa KHOSpHETHKAJBIK MIa0ybUIIapabl
aWBIPBIN TaHy YIIiH HEHPOHIBIK JKENUIIK MOACIBICP/l MainanaHy THIMIUIITIH JKOFApBUIATYIBIH OliCHAMAIBIK 0a-
3aChIH JaMBITyFa apHairad. [lafimanmany THIMIUTITI enoyip Aopekene HEHpOKEeNTiK MOIENbIIH TYpiHEH Toyenmdi
0ONaTHIHBIH KepceTinreH. Helpoxkeniaik MOAens TYpiHIH CHITaTTaMalapbIHBIH eceOiHeH KaMTaMachl3 eTiTyi THic
0OJaThIH aWBIPBINT TaHY MiHIACTTEPiHIH HETi3Ti MapTTapBIHBIH Ti3iMi aHBIKTaIFaH. MoHIepi OChIHAAl KaMTamachi3
eTY/IiH JIOpeXeCiH aHbIKTayFa MYMKIHAIK OeperiH Oipkarap mapamerpiiep a3ipsieHreH. Kiaccukanblk Heipoxemiik
MOJICTIbIEPAIH HETI3r1 TYpJIEpiH 3epTTey HOTHXKECIHJE OJapIbIH OpPKAMCHICHI YIIIH KOPCETUIreH mnapameTpiepaiH
MOHJepi aHbIKTajdFaH OonarhiH. KoNjaHyAbIH KYTUIETIH LIAPTTapblH €CelKe alyMeH albIHFaH MapameTpiepi
naiiianana OTHIPHIN, KHOSPIIaOybUIAapAbl afbIPIN TaHY YIIIH KIACCHKAIBIK HEHPOKEIUIIK MOACIBACP/IIH HETi3ri
TYpJIEpiH Naiijaigany KelelmeKTepiHiy Oaranapsl mbirapburad. JKenik pecypcrapra kubepinaOybuiaap/ bl ailbIphiI
TaHy/iH HEHPOXKEUTK KYHelepiH AaMbITy JKoJjnapy KapacTblpbuiraH. OChIHIAH JaMbITYAbIH KENEIEeKTi >KOJIbI
HEUpOXKENITIK MOJENbAEPIIH THIMAI TYPJIEPIiH aHbIKTAY YLIIH epesKesiepAi a3ipiey O0bI TadbUIaTEIHBI KOPCETLUITEH.

Tyiiin ce3mep: HEHpPOHABIK ke, KuOepmaOybuinay, SKENUIK pecypec, akmapaTThIK JKyHe, JepeKTepli
KOpFay.
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Anmartsl, Kazaxcran,
zHaHI/IOHaHBHHﬁ aBUAIIMOHHBIN YHUBEPCHUTET, YKpanHa, Kues,
*HaumoHa bHBII TEXHIYECKU yauBepcureT Ykpautsl «KIIW um. Y. Cukopckoro», Ykpauna, Kues

HNEPCHEKTHUBbI HCITOJIb30OBAHUSI KJTIACCHYECKHX HEHPOCETEBBIX MOJIEJIEA
N METOJOB TIPOTUBOJENCTBUS ATAKAM
HA CETEBBIE PECYPCbl HTHOOPMAIIMOHHBIX CUCTEM

Annotanusi. CTaTbs IOCBAIIEHA PAa3BUTHIO METOJOJIOTHUECKON 0a3bl MOBBIIIEHUS! 3P (PEKTHBHOCTH HCIIOINb-
30BaHUSI HEHPOHHBIX CETEBBIX MOZEIEH AJISI paclo3HaBaHHWS KHOCPHETHUECKHX aTaK Ha CETEBBIE PeCypchl HHGOP-
ManuoHHBIX cucTeM. IlokazaHo, 4To 3(PEeKTHBHOCTH HCIIONIB30BAHNUS B 3HAYMTENILHOM CTENEHM 3aBUCHT OT BHAA
HelipoceTeBoit Monenu. OnpenerneH nepedeHb OCHOBHBIX YCIOBHH 3a7ady paclio3HaBaHMS, KOTOPBIE OJKHBI o0ec-
IIEeYMBATHCS 3a CUET XapaKTepPUCTHK BHUIa HelipoceTeBoil Moaenu. Pa3paboTan psx mapaMeTpoB, 3HAUCHUS KOTOPBIX
MO3BOJISIIOT OTPENCIUTh CTENEHb TAKOTo obecreueHus. B pe3ynbraTe mMcciaeJOBaHWN OCHOBHBIX BHJIOB KIIACCHUEC-
KHX HEMPOCETEBBIX MOJEIECH ATl KAXKIOT0 U3 HUX OBUIM OIpEiesIeHbl 3HaUEeHNsI yKa3aHHBIX apameTpos. Mcrnons3ys
IMOJIYUCHHBIC IMapaMETpPhbl, C YUCTOM OKUAACMbIX yCJ'lOBI/lﬁ MPUMEHCHUA BBICTABJICHBI OLICHKH MEPCIICKTUB UCIIOJIb30-
BaHMsI OCHOBHBIX BHJOB KJIACCHYECKUX HEHPOCETEBBIX MOJIEIIEH [UIsl pacrio3HaBaHus KuOeparak. PaccMOTpeHbI myTn
Pa3BUTHS HEHPOCETEBBIX CHCTEM paclio3HaBaHMs KHOepaTak Ha ceTeBble pecypchl. Iloka3zaHo, YTO NEpPCIIEKTHBHBIM
MyTEM TaKOro pa3BUTHUS SBISIETCS pa3pabdOTKa MpaBWil Al ompeneneHust 3(Q(EeKTHUBHBIX BHIOB HEHPOCETEBBIX
MoJIeNen.

KiaroueBble ciaoBa: HEWpoHHas ceTh, KuOepaTaka, ceTeBod pecypc, MHpopmanmoHHas cucTeMa, 3aIlnTa
JTAHHBIX.
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